The Effect of Culture on the Relation Betwenn Control Systems and Trust

ABSTRACT: The relation between control systems and trust has produced opposite visions in literature. Some authors affirm that control systems restrict the development of trust, while others state a positive effect during its development. One possibility to reconcile these opposite visions is study the impact of the context in the relation (Bijlsma-Frankema and Costa, 2005). The current work researches the influence of culture in the relation between control and trust systems. The results suggest that the level of trust experienced by an individual towards the responsible of the operation of a control system, depends on the level of alignment between the values that underlie the system and those values describing the culture to which the individual belongs.
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I. Introduction

Trust has been signaled as a key element in the success of various types of exchange (Doney, Cannon, & Mullen, 1998). Trust decreases transaction costs (Bromiley & Cummings, 1995; Chami & Fullenkamp, 2002; Fukuyama, 1999); allows businesses to generate a competitive advantage (Barney & Hansen, 1994; Portales et al, 1998); promotes cooperation between individuals and organizations (Coletti, Sedatole, & Towry, 2005; Das & Teng, 2001; Mayer, Davis, & Schoorman, 1995); improves individual performance (McAllister, 1995) and group work (Jones & George, 1998); promotes organizational commitment (Kim & Mauborgne, 1993); and is a key element in the success of strategic alliances (Ariño & de la Torre, 1998; Das & Teng, 1998).


Given that trust is an important factor in organizational performance, it is of interest to research how organizations can facilitate or impede the development of trust. The literature suggests that formal control systems (henceforth referred to as control systems) could play an important role in the evolution of trust (Coletti et al., 2005; Tomkins, 2001). 

The relationship between control and trust has received limited attention in the research literature (Vosselman & van der Meer-Kooistra, 2009). Some authors consider that control and trust operate as substitute mechanisms at the moment of confronting the risk inherent in relationships developing under uncertain conditions (Cummings & Bromiley, 1996; Gulati, 1995; Ouchi, 1979; Rousseau, Sitkin, Burt, & Camerer, 1998; Whitener, Brodt, Korsgaard, & Werner, 1998). For example, Rousseau et al. (1998) argue that control is necessary when an adequate level of trust does not exist between the two parties. In contrast, Whitener et al. (1998) suggest that, depending on the conditions under which an interaction occurs, one party could decide to trust the other, and if not, could decide to impose strict controls. In this manner, greater trust implies the existence of less control, and the more control is evidence of a lower level of trust. (Bijlsma-Frankema & Costa; 2005; Dekker, 2004; Vosselman & van der Meer-Kooistra, 2009). 
In a different line of thought, the relationship between control and trust is seen as complementary (Das & Teng, 2001; Mouritsen & Thrane, 2006; Poppo & Zenger, 2002). Various authors suggest that the operation of control systems within an organization hinders the development of trust or is a sign of the organization’s distrust toward its members (Das & Teng, 2001; Ghoshal & Moran, 1996; Lewicki, McAllister, & Bies, 1998; Malhotra & Murnighan, 2002; Schoorman, Mayer, & Davis, 2007; Sitkin & Stickel, 1996). Lewicki et al. (1998) propose that the operation of monitoring and bureaucratic control systems is a sign that an organization does not trust its members, as it considers it necessary observe team members to protect itself from the damage caused by opportunistic behaviors. Moreover, Schoorman et al. (2007) maintain that the presence of a strict control system means that actions associated with trusting behavior will be attributed to the control system and not to the actor’s good intentions. The idea that the presence of control systems hampers the development of trust is paradoxical, given that the management literature contains numerous examples of organizations that operate in a climate of trust and also employ various control mechanisms. (Shaw (1997) mentions General Electric and Hewlett-Packard as two examples of such companies). 
In contrast, other authors argue that the presence of control systems actually facilitates the favorable evolution of trust among parties (Coletti et al., 2005; Das & Teng, 1998; Mouritsen & Thrane, 2006; Sitkin, 1995; Tomkins, 2001). For example, Coletti et al. (2005) present evidence that a rigorous control system promotes cooperation. The control system helps trust to develop favorably among the members of an organization to the extent that such cooperation is apparent to the individuals. In conclusion, the authors argue that if businesses want to promote trust among their members, mangers should implement stricter control systems than are suggested by the literature.
The differing views on the relationship between control systems and trust are far from being reconciled in the literature. One reason is the lack of theoretical and empirical attention given to the possible role of the context on the relationship between the variables (Bijlsma-Frankema & Costa, 2005).

This chapter explores the possible influence of culture on the relationship between control systems and trust, arguing that control systems alone do not generate more or less trust among an organization’s members. Rather, the level of trust that a control system can create depends on the degree of congruence between the values that underlie the control system and the values of the individual that is the target of control. Given that trust is established based on individuals’ perception of their counterparts’ trustworthiness (Coletti et al., 2005; Mayer et al., 1995; McEvily, Perrone, & Zakeer, 2003), and given that culture influences the way individuals view the behavior of other members of the organization (Bachmann, 1998; Henri, 2006; Jermier, Slocum, Fry, & Gaines, 1991; Kreps, 1990; Seligman, 1997; Zucker, 1986), a control system could generate a greater level of trust among individuals of a certain culture (subculture) while, at the same time, producing a lesser level of trust among individuals belonging to a different culture (subculture) within the same organization.

Using a sample of academics from the University of Chile, this study contributes evidence indicating that the level of trust a control system can generate depends on the consonance between the values that underlie the system’s operation and the values of the individual who is the target of control. The results suggest that if an entity desires to foster a greater level of trust among members of the organization, the senior management should consider the particularities of the distinct cultures (subcultures) that coexist when designing and implementing any control system.
The rest of the article is organized as follows: Section II discusses the conceptual framework and poses the study’s hypothesis; Section III introduces the methodology, which includes sample definition, variable measurement, and data collection; Section IV addresses the results; and, finally, Section V examines the study’s the main conclusions.
II. Conceptual framework and hypothesis
2.1. The relationship between control and trust
Within the view of trust and control as complementary concepts, the literature offers contradictory perspectives on the effect of control systems on the development of trust. Various authors maintain that the operation of control systems impedes the growth of trust (Aulakh, Kotabe, & Shay, 1997; Das & Teng, 2001; Malhotra & Murnighan, 2002; Schoorman et al., 2007), or at least represents a sign of distrust on the part of the organization toward its members (Frey, 1993; Goshal & Moran; 1996; Tenbrunsel & Messick, 1999). 
In the area of strategic alliances, Aulakh et al. (1997) suggest that output control has a negative impact on the level of trust among associates. According to the authors, using output control systems can encourage associates to seek short-term benefits at the expense of others’ well-being. In a similar vein, Das and Teng (1998, 2001) propose a negative relationship between trust and the use of formal control systems. According to the authors, the existence of formal controls (process controls and output controls) prevents individuals from deciding what is best for the organization. Such controls suggest that the senior management considers employees to be untrustworthy, a perception that is incompatible with a climate of mutual trust. Malhotra and Murnighan (2002) argue that the presence of control systems inhibits the development of trust because the employees attribute the cooperation that exists to the interaction of the restrictions that such systems impose on participants, rather than to the existence of trust among the parties. 
Within the agency model, Frey (1993) provides evidence on the negative effect of the intensive monitoring of employees on their level of trust in their supervisor. According to the author, through monitoring, the supervisor expresses distrust in the employees’ willingness to adequately perform necessary tasks. The negative effect suggested by Frey is even more intense when there is a psychological contract between the parties. This contract is based on the parties’ belief that there exists an implicit agreement on the terms and conditions of their exchange that goes beyond the specifications of an explicit contract. When an organization intensely monitors employee conduct, the employees take it as a sign that the employer has broken this psychological contract. The employees therefore lose trust in the employer (Robinson, 1996).

From a different perspective, Ghoshal and Moran (1996) also suggest that the use of formal controls indicates to those being monitored that they are not trusted and that without such controls they would not behave properly. According to the authors, while it is true that control systems can drastically limit the expression of opportunistic behaviors, their presence can also create an attitude of distrust between the parties because their existence presupposes that it is human nature to adopt behaviors that go against the interests of others. Similarly, Tenbrunsel and Messick (1999) argue that the presence of a control system in a collaborative environment focuses attention on the parties’ possible opportunistic behaviors, concluding that control systems could promote distrust among members of an organization. The authors provide evidence that the level of trust is greater when no control system is present.  
In a different vein, other researchers argue that the presence of control mechanisms between and within organizations promotes the development of trust among the parties (Coletti et al, 2005; Emsley & Kidon, 2007; Mayer & Davis, 1999; Tomkins, 2001; Vosselman & van der Meer-Kooistra, 2009). In the context of relationships among companies, Tomkins (2001) and Vosselman and van der Meer-Kooistra (2009) contend that the quantifiable information generated by control systems promotes the development of trust between parties. However, a study by Emsley and Kidon (2007) suggests that the information provided by control systems can either build or destroy trust. 
In an organizational context, Coletti et al. (2005), use experiments conducted on undergraduate and graduate business school students as evidence that the presence of a control system can strengthen trust among the individuals who collaborate as long as the system is strong enough to induce cooperation among the parties and that such collaboration can be observed by individuals. Moreover, the study shows that this increased trust has a positive effect on the future level of cooperation between parties. Finally, the study’s results suggest that the stronger the control system, the more benefits are obtained as a result of the trust born from the cooperation inspired by such a system.

One possible way to reconcile the differing views on the relationship between control systems and trust is to analyze the context in which the relationship develops (Bijlsma-Frankema & Costa, 2005). One of the context variables that the literature suggests could influence the relationship between control systems and trust is the organizational culture (Das & Teng, 2001; Ouchi, 1979). 
2.2. Organizational culture 

Organizational culture is a broad concept on whose meaning there is no consensus in the literature (Henri, 2006). Shared values, beliefs, assumptions, behavioral norms, symbols, and rituals are some of the concepts associated with the idea of culture (Henri, 2006; Hill, 1997; Jermier et al., 1991; Sackmann, 1992; ). 
According to the literature, an organization’s culture and subcultures have two dimensions: a material dimension and a mental (idea) dimension (Jermier et al., 1991; Sackmann, 1992; Zammuto & Krakower, 1991). The material dimension is manifested through tangible symbols, such as language; rituals; coordination, control, and decision-making mechanisms; and behavior patterns (Henri, 2006). This dimension forms the visible aspect of culture (Hofstede, 1998). The mental dimension includes the values, beliefs, and assumptions that, together, give meaning and significance to the culture’s material manifestations. This dimension forms the invisible aspect of culture (Hofstede, 1998). In this sense, the mental dimension allows the understanding and interpretation of the culture’s practical manifestations (Jermier et al., 1991; Quinn & Kimberly, 1984; Sackmann, 1992; Zammuto & Krakower, 1991).
Various authors have studied cultural differences among organizations based primarily on the identification of variations in visible cultural manifestations (practices, in Hofstede’s terms). For example, Jermier et al. (1991) use variables such as the degree of formalization, interdependence of tasks, and obedience to authority, among others, to identify cultural differences within a police institution. The study’s results demonstrate the existence of four subcultures, similar in their opposition to the official culture but differing among themselves. Sackmann (1992) uses a distinct conceptual and methodological perspective to study the cultural differences within a medium-sized US business. The author differentiates the cultural characteristics of the various groups according to the type of knowledge accumulated (with three categories corresponding to the material dimension: dictionary, directory and recipe knowledge; and one corresponding to the mental dimension: axiomatic knowledge). Nine distinct subcultures are identified within the company: seven relating to dictionary knowledge, one related to directory knowledge, and one associated with axiomatic knowledge. The axiomatic knowledge subculture corresponded to the company’s senior management.
Hofstede (1998) uses a survey structured around six dimensions that reflect distinct practical cultural manifestations (process oriented vs. results oriented; employee oriented vs. job oriented; parochial vs. professional; open system vs. closed system; loose vs. tight control; normative vs. pragmatic) to identify cultural differences within a Danish insurance company. Using cluster analysis, the authors identify three distinct subcultures within the organization: professional, administrative, and client-oriented.
Two studies use shared values (the mental dimension of culture) as the criteria for identifying cultural differences among organizations (Henri, 2006; Zammuto & Krakower, 1991). Both studies base their research on the work of Quinn and Kimberly (1984) (the competing values model). The authors describe four types of cultures within this model. 
(1) Group culture: is based on the norms and values associated with belonging, emphasizes the development of human resources, and values the participation of the group’s members in decision-making. Compliance with the organization’s mandates is based on trust, tradition, and long-term commitment to the institution. The group’s strategic orientation is characterized by consensus-based actions.
 (2) Developmental culture: emphasizes a positive attitude toward change. People are motivated by the intrinsic importance of the work they do, and growth and resource acquisition are important to the group.

(3) Hierarchical culture: is identified with the bureaucracy’s values and norms. An important goal is to provide the members with a feeling of safety, continuity, and stability in their jobs. The members’ behavior is structured by formal roles, and the institution’s mandates are achieved through the implementation of rules and regulations.

(4)  Rational culture: gives great importance to the feeling of personal accomplishment, and its principle goals are productivity and efficiency. Planning and the establishment of objectives are the principle avenues for achieving these goals. People are motivated because they believe that the institution will reward good performance (that contributes to the organization’s achievement of its objectives). 

In practice, these four types of cultures are never found in a pure state. It is highly improbable that a given organization would present only one of these cultures (Henri, 2006). In fact, it is quite feasible for all four cultures to be present in the same organization (Quinn & Kimberly, 1984). What distinguishes one organizational culture from another is not the adoption of different values, but rather the distinct emphases that each gives to the same set of values (Zammuto & Krakower, 1991).
Based on this model, Zammuto & Krakower (1991) study the cultural differences in a sample of 332 institutions of higher education. Using cluster analysis on the data collected through the Institutional Performance Standards (IPS) section of the survey, the authors identify eleven distinct cultural profiles among the institutions studied.
2.3. Cultural differences and control mechanisms 

Based on this same model, Henri (2006) studies the effect of cultural type on the senior management’s selection of performance measurement systems. For the purposes of the study, the author reclassifies the four cultural types as only two: control culture (rational and hierarchical cultures) and flexible culture (group and developmental cultures). Based on a sample of 383 Canadian manufacturing companies, the author identifies 207 companies associated with a flexible culture and 121 companies characterized by a control culture (55 companies do not meet the criteria for either group). The study’s results contribute significant evidence on the differences in the adoption of performance measurement systems that depend on the company’s organizational culture.
Bhimani (2003) studies the cultural differences within an organization using the perspective proposed by Quinn and Kimberly (The Competing Values Model). The author finds evidence that the perception of the success of a new cost accounting system’s implementation depends on the extent to which the values of the system’s users are aligned with the values underlying the system’s logic. In the case of the organization studied, the new system is imbued with the values of a developmental culture. It is therefore expected that the individuals who more closely adhere to these values will see the system as more appropriate. The study’s results show that, effectively, the executives who show the highest scores in developmental culture (engineering executives) perceive the new system as more successful than the executives with lower scores in this area (accounting executives).
The importance of congruence between the values underlying a control system and the culture (or subculture) of the individual targeted for control has been emphasized by other researchers in the area of management control. For example, Scapens and Roberts (1993) suggest that the distinct subcultures’ differing opinions regarding the priority areas of information needed for an organization accounts for resistance to implement ting a new information system to control the organization’s internal operations. In a similar manner, Argyris and Kaplan (1994) maintain that promoting a change in organizational culture can reduce the resistance to introducing an ABC costing system by creating congruence between the costing system’s logic and the organization’s culture.
Previous studies definitely suggest the importance of achieving congruence between the values and assumptions underlying the system’s logic and the ones that define the culture of the individual whose well-being is affected by the control system’s implementation for the success of the system. Given that, in the literature, trust is principally associated with individuals’ vulnerability to others’ actions that can affect their well-being (Bigley & Pearce, 1998), it seems reasonable to maintain that a greater degree of congruence between the values underlying the control systems and the values of the individual targeted for control can generate a greater level of trust than when this degree of congruence is reduced. 

In line with the perspective used to study the influence of culture on the relationship between control systems and trust, and in the footsteps of Bhimani (2003), we define an organizational culture as the collection of shared values that inform human behavior and actions. This definition of culture based on shared values allows us to use the model proposed by Quinn and Kimberly (1984) (the competing values model) to categorize the cultural (subcultural) differences within an organization. At the same time, it allows us to operationalize the variable based on an instrument previously validated in the literature (Henry, 2006; Zammuto & Krakower, 1991) to identify such differences within a specific organization.
2.4. Trust, control systems, and cultural differences 

Mayer and Davis (1999) have empirically studied the impact of control systems on trust. Specifically, the authors explore the impact of the replacement of one performance evaluation and reward system with another, more acceptable system (in the opinion of those evaluated) on employees’ trust in senior management at a small firm. The study’s results show that the replacement of the old system increased the employees’ trust in the management, and the relationship between trust and a positive view of the new system was mediated by the employees’ opinions regarding the senior executives’ ability, integrity, and benevolence.

According to the authors, individuals’ perception of the adequacy of a system that links their performance evaluation with rewards and punishments is important to explain their level of trust in the people responsible for the system’s implementation. Employees are vulnerable to the actions of the individuals in charge of the system, as their well-being depends on the system’s ability to appropriately recognize their contribution to the achievement of organizational goals. To the extent that their contribution is correctly recognized, the employees’ trust in the individuals responsible for the system is strengthened; in the opposite case, their trust is diminished.


Like Mayer and Davis (1999), this study adopts the model proposed by Mayer et al. (1995) to study individuals’ trust in the people in charge of the control system. In this case, trust is defined as an individual’s willingness to become vulnerable to another’s actions. This willingness is based on the understanding that the other person will carry out an action important to the individual’s well-being, independent of the person’s ability to monitor and control the individual’s behavior.
As discussed in the previous section, the perception of the greater or lesser appropriateness of a control system is influenced by the degree of congruence between the values underlying the system and the values characteristic of the culture subscribed to by the individual targeted for control. Given that it is impossible to separate a control system’s design and implementation from its managers’ goals and preferences (Foster & Swenson, 1997), it is reasonable to expect that if these goals and preferences do not coincide with the goals and preferences of the individuals targeted for control, there exists a negative perception of the system’s appropriateness.

In light of the preceding discussion, it seems reasonable to argue that the perception of the appropriateness of the control system is negatively affected when there is an important divergence between the values underlying the design and implementation of a control system and the values shared by the culture of the controlled individual. If individuals believe that their well-being will be decreased because the control system will not be capable of, for example, adequately acknowledging their contribution to the attainment of organizational goals, their willingness to expose themselves to the actions of the people in charge of the system will decrease, as will their level of trust in the managers.

Within the model proposed by Quinn and Kimberly (1984) (the competing values model), we might assume that a control system whose design and implementation is based on achieving high productivity and efficiency (rational culture) will be perceived as less adequate by members of a group culture than by members of a rational culture. We might also assume that the willingness to make themselves vulnerable to the actions of the individuals in charge would be less among members of a group culture than members of a rational culture. This expectation leads us to pose the following hypothesis.
Hypothesis 1.  The level of trust that an individual feels toward the people in charge of the design and implementation of a control system is higher when there exists a greater degree of congruence between the values underlying the system and the values that form the basis of the individual’s culture.

Mayer et al. (1995) propose that the trust of individuals is based on their opinion of the other party’s ability, integrity, and benevolence. In other words, a specific combination of these perceptions largely accounts for the level of trust experienced. A control system that is seen as appropriate by the controlled individuals is expected to positively affect their view on the ability, integrity, and benevolence of the people in charge of the system (Mayer & Davis, 1999). In the opposite case, a control system that is seen as inadequate is expected to negatively affect individuals’ perception of the management.



Within this model, ability is seen as the collection of competences, capacities, and characteristics that allow an individual or a group of individuals to exercise influence in a determined field. It is therefore to be expected that when the people in charge demonstrate a great capacity to manage a control system, they are perceived as more competent. In our case, one could consider that, to the extent that the criteria used by the people in charge of the control system to evaluate performance do not correspond to the criteria considered appropriate by the culture of the person evaluated, that person’s perceptions of managerial ability would be negatively affected. For example, in a control system whose central criterion for distinguishing good from average performance are the results obtained by the individual evaluated (rational culture), an individual belonging to a culture wherein more emphasis is given to process rather than results (group culture, hierarchical culture) could develop a negative opinion regarding its ability. This reasoning leads us to establish the following relationship.
Hypothesis 2.  An individual’s opinion regarding the level of ability of the people in charge of the control system’s operation is higher when there is a greater degree of congruence between the values underlying the system and the values forming the basis of the individual’s culture.

The perception of integrity is based on the belief that the people in charge of the control system adhere to a set of principles that the controlled individual considers acceptable (Mayer et al., 1995). Among the individuals evaluated, consistency between words and actions is important to their perception of the integrity of the people in charge of the evaluation system (Mayer & Davis, 1999). If managers say that they will value good performance and assign rewards that take into account the unique traits of the distinct groups that coexist within the organization, but in practice they use evaluation and reward criteria that principally reflect their own preferences, the perception of the employees being evaluated regarding the integrity of the people in charge of the system will be negatively affected. This case can occur when the performance evaluation focuses primarily on the productivity of the person evaluated (rational culture) and fails to consider the individual’s contribution to the group’s cohesion, development, and results (group culture). This reasoning leads us to formulate the following hypothesis:
Hypothesis 3.  An individual’s opinion regarding the integrity of the people responsible for the control system’s operation is higher when there is a greater degree of congruence between the values underlying the system and the values that form the basis of the individual’s culture.


The perception of benevolence is related to the degree to which individuals believe that their employers desire their well-being beyond the point of self-interest (Mayer et al., 1995). The possibilities of ascending to a higher position or for tenure depend on a positive performance evaluation result. When control systems value performance that represents the logic of particular groups, those individuals whose performance is not appropriately represented by the control system develop a negative opinion of their managers’ benevolence. This case could occur when a control system favors strict compliance with procedures and rules (hierarchical culture) as the principle criterion for employee promotion, at the cost of the performance of certain functions that, due to their nature, privilege change and risk-taking (developmental culture). In this case, individuals whose behavior is naturally aligned with innovation (for example, within a research and development department) will feel limited in their opportunities for mobility within the organization, and therefore their opinion regarding the benevolence of those in charge of the control system will be negatively affected. The following hypothesis reflects this situation: 
Hypothesis 4.  An individual’s opinion regarding the benevolence of the people in charge of the control system’s operation is higher when there is a greater degree of congruence between the values underlying the system and the values that form the basis of the individual’s culture.


Lastly, the model proposed by Mayer et al. (1995), together with the previously developed hypotheses, suggest the following relationship:
Hypothesis 5.  The relationship between trust and the perception of ability, integrity, and benevolence is moderated by the degree of congruence between the values underlying the system and the values that form the basis of the controlled individual’s culture.

III. Methodology
3.1. Sample definition and data collection

The sample is composed of faculty members from the University of Chile. The university has approximately 23,000 students and 3,000 professors who study and work in 14 schools, 10 belonging to the natural sciences and engineering (NSI) and four belonging to the social sciences, humanities, and arts (SSHA) (a list of the university’s departments can be found in Appendix 1). Departments from 12 of the 14 schools, 8 NSI and 4 SSHA, were selected. A set quantity of completed questionnaires from each school was one of the objectives defined to ensure that the sample of NSI/SSHA academics was proportional to the population (approximately 7/3).


The faculty members included in the sample met the following criteria: (1) have a current appointment at the university; (2) have been evaluated in one of the existing categories during their academic career (with the exception of research assistants).
Data were collected through two surveys whose implementation was carried out according to the following procedure: 
(1) The director of each academic department was contacted by phone or in person to request permission to conduct the surveys; a formal letter requesting authorization was also emailed.
 (2) Within each department, professors committed to consistent participation in departmental activities were selected (at the University of Chile, a large portion of professors with appointments and academic evaluation come to the university only to give classes and do not participate in the academic departments’ activities). This selection criterion had the objective of ensuring that the individuals selected regularly participated in their departments’ activities, as the literature suggests that a group’s cultural identity is achieved through shared knowledge about the culture’s different manifestations (Sackmann, 1992).
(3) Each professor selected received the surveys in a sealed envelope to guarantee the anonymity of their responses. This point is important because as we will later see, the surveys contain information about the behavior of the members of the university’s Senior Evaluation Committee, the body whose evaluations determine promotions within the academic hierarchy. For this reason, a lack of anonymity could distort the academics’ responses.
(4) After the surveys were distributed, personal follow-up was conducted with the participants to obtain a response level appropriate to the purposes of the study.

The rate of response was calculated as the percentage of completed surveys over the total number of surveys distributed. Of the 624 surveys distributed, 280 were completed, for a 45% rate of response. Twenty-two surveys that contained unanswered questions were excluded, and thus the final sample was made up of 258 individuals.
3.2. Operationalization of variables 
3.2.1. Organizational culture

Organizational culture is measured through a questionnaire adapted from a section of the Institutional Performance Survey (IPS), an instrument previously validated through the work of various researchers (Bhimani, 2003; Henri, 2006; Zammuto & Krakower, 1991). The survey is constructed around four cultural dimensions: character, leadership, cohesion, and institutional emphasis. For each dimension, those who respond to the survey distribute 100 points among four statements, wherein each statement corresponds to one of the culture types described by Quinn and Kimberly (1984). Statement A describes group culture; statement B corresponds to developmental culture; statement C describes hierarchical culture; and statement D corresponds to rational culture. A sample of the survey is available in Appendix 2, at the end of the chapter.

A profile is constructed for every individual based on the score given to each culture in the dimensions of character, leadership, cohesion, and institutional emphasis. For example, for hierarchical culture, the scores assigned by the individual for statements 1C, 2C, 3C, and 4C are added up. This procedure produces a group profile for each cultural type, averaging the scores given by individuals in each of the four areas.

3.2.2. Degree of congruence between the values 

The degree of congruence among the values is operationalized based on the evaluation criteria. In this way, it is understood that there exists a high degree of congruence among the values that underlie the control system and the values of the controlled individual’s culture when the principle performance evaluation and reward criteria correspond strongly to the goals of the individual’s culture. Therefore, it is also understood that there exists a low degree of congruence among the values that underlie the control system and the values of the controlled individual’s culture when the principle performance evaluation and reward criteria correspond weakly to the goals of the individual’s culture.
3.2.3. Control system

The control system used by the study corresponds to the Superior Evaluation Committee of the University of Chile (henceforth referred to as the SEC). The SEC’s work contains all the mechanisms of a control system (Flamholtz, Das, & Tsui, 1985). The SEC is the body that: (1) defines performance goals and standards; (2) measures performance through a standardized form that the academics must complete regarding their publications, teaching work, and other information; (3) evaluates the academics’ performance based on a comparison between the performance standards and the information collected by the standardized form; and (4) determines whether the academic evaluated is promoted to the title of associate professor or titled professor at the university, according to the case. An assistant professor who is not promoted to associate professor in a period of 12 years must abandon academia. The relevant school’s evaluation committee evaluates assistant professors, instructors, and research assistants.

The SEC is a self-generated and self-regulated centralized entity that is not part of any specific school. The academics on the committee must be titled professors at the university, and although the committee contains academics from distinct knowledge areas, professors from the hard science disciplines predominate (as they are also a majority among university faculty). The SEC does not respond to the directives of any university authority (not even the University’s President), and it defines the performance evaluation criteria for academics.
Scientific production during a specific period is the principle criterion the SEC uses to evaluate academic performance (that is to say, productivity and efficiency); publications in journals with Institute for Scientific Information (ISI) indexing and the award of science project bids are the principle indicators used to measure productivity. In the case of ISI publications, the standard is defined as publication quantity and level of impact. In summary, the principle evaluation criteria used by the SEC are strictly related to the principle objectives of rational culture.

3.2.4. Trust and its premises

Each individual’s opinion regarding the ability, integrity, and benevolence with which the SEC administers the performance evaluation system, as well as the level of trust in SEC members, was measured by a survey based on the questionnaire developed and validated by Mayer and Davis (1999). Individuals were asked to express the degree to which they agreed with a series of statements describing the SEC’s performance in the areas of ability, integrity, and benevolence, along with a series of statements regarding their willingness to make themselves vulnerable to the SEC’s actions. The survey used a Likert scale to score the responses, on which a value of 7 corresponded with “strongly agree” and 1 corresponded to “strongly disagree.” A sample of the survey is available in Appendix 3 at the end of the chapter.

A profile for trust and each of its premises was constructed for each individual by adding up the scores for the degree of agreement with the statements in each dimension and dividing them by the number of statements. For example, in the case of integrity, scores associated with the responses to each of the four statements were added up and then divided by four. Lastly, a group profile was constructed for each dimension by adding the average for each individual and dividing the sum by the total number of individuals in the group.
IV. Results
4.1. Organizational culture
4.1.1. The instrument’s validity
Table 1 shows the correlations between the items used to validate the internal consistency of the culture areas. As the literature suggests (Zammuto & Krakower, 1991), the statements that describe group culture present significant negative correlations with the statements describing rational culture. Statements describing hierarchical culture present negative correlations with statements describing developmental culture in three of the four areas, but only two of them are significant. A possible explanation for these results is discussed later.
Table 1. Correlation Chart for Each Cultural Dimension
	
	Question 1. Institutional Character

	 
	Group
	Developmental
	Hierarchical
	Rational

	Group
	1
	
	
	

	Developmental
	0.095
	1
	
	

	Hierarchical
	-0.613**
	-0.423**
	1
	

	Rational
	-0.324**
	-0.365**
	-0.297**
	1

	
	Question 2. Institutional Leadership

	 
	Group
	Developmental
	Hierarchical
	Rational

	Group
	1
	
	
	

	Developmental
	0.146*
	1
	
	

	Hierarchical
	-0.302**
	-0.142*
	1
	

	Rational
	-0.541**
	-0.603**
	-0.404**
	1

	
	Question 3. Institutional Cohesion

	 
	Group
	Developmental
	Hierarchical
	Rational

	Group
	1
	
	
	

	Developmental
	-0.231**
	1
	
	

	Hierarchical
	-0.433**
	0.086
	1
	

	Rational
	-0.554**
	-0.406**
	-0.316**
	1

	
	Question 4. Institutional Emphasis

	 
	Group
	Developmental
	Hierarchical
	Rational

	Group
	1
	
	
	

	Developmental
	-0.093
	1
	
	

	Hierarchical
	-0.469**
	-0.093
	1
	

	Rational
	-0.352**
	-0.534**
	-0.402**
	1

	N=258; ** p < 0.01; * p < 0.05


Table 2 shows the correlations between the items used to validate the internal consistency of the culture types. The statements for each cultural type show strong and significant correlations, with the exception of hierarchical culture, whose correlations are generally weaker. The behavior of the alpha coefficients is similar to the results found by Zammuto and Krakower (1991), who also study organizational culture in institutions of higher education. However, in the case of hierarchical culture, the alpha coefficient is considerably less than in the mentioned study (0.481 vs. 0.67), which could be due to the unique political and structural characteristics of the institution examined.
Table 2. Correlation Chart for Each Culture Type
	
	Item A: Group   (α = 0.749)

	Questions
	1
	2
	3
	4

	1
	1
	
	
	

	2
	0.381**
	1
	
	

	3
	0.460**
	0.310**
	1
	

	4
	0.471**
	0.455**
	0.553**
	1

	
	Item B: Developmental   (α = 0.708)

	Questions
	1
	2
	3
	4

	1
	1
	
	
	

	2
	0.559**
	1
	
	

	3
	0.381**
	0.288**
	1
	

	4
	0.278**
	0.406**
	0.349**
	1

	
	Item C: Hierarchical   (α = 0.481)

	Questions
	1
	2
	3
	4

	1
	1
	
	
	

	2
	0.064
	1
	
	

	3
	0.135*
	0.133*
	1
	

	4
	0.246**
	0.173**
	0.449**
	1

	
	Item D: Rational   (α = 0.746)

	Questions
	1
	2
	3
	4

	1
	1
	
	
	

	2
	0.291**
	1
	
	

	3
	0.223**
	0.591**
	1
	

	4
	0.309**
	0.487**
	0.592**
	1

	N=258; ** p < 0.01; * p < 0.05


The University of Chile is an institution whose authority is structured differently from the majority of institutions of higher education. Like the government, the University has an executive power (represented by the President, Deans, and Department Directors) and a legislative power (represented by the University Senate, made up of faculty members, employees, and students). The President, Dean, and Department Director positions are filled through a vote among faculty members every four years, every two years in the case of Department Directors.
Each School has a Board made up of the Dean (who chairs the Board), the Assistant Dean, the School Directors (undergraduate and graduate), the Department Directors, and a set number of advisors (elected among the School’s faculty members). The School Boards have executive powers in various areas, such as the hiring of academic and non-academic personnel and the investment budget. In the case of academic departments, the position of Director is seen as one of the non-academic obligations that university professors should comply with some point in their careers, and thus the person who occupies this position is seen as a member of the peer group who circumstantially acts as Director.
In summary, authority at the University of Chile is not necessarily exercised through the formality of a specific position. This situation does not mean that there is no internal organizational hierarchy, but rather that authority is exercised based on the level of personal influence of the academic who occupies the position. This influence is based on the peer recognition of an academic’s career achievements.
4.1.2. Cluster analysis 

As recommended by the literature, the Ward method was used to determine the number of clusters, and the K-means method was employed to specify cluster composition in a consistent manner (Everitt, 1993; Romesburg, 1984). Table 3 and Figure 1 present the results obtained: 
Table 3. Average Scores by Culture Type
	CLUSTER
	Group
	Develp.
	Hier.
	Rat.
	N
	%

	Cluster 1
	187
	76
	70
	67
	54
	20.93%

	Cluster 2
	87
	98
	89
	126
	145
	56.20%

	Cluster 3
	39
	30
	211
	120
	59
	22.87%



Cluster 1 shows a marked emphasis on the group culture values; cluster 2 shows a moderate emphasis on rational culture values; and cluster 3 presents a marked emphasis on hierarchical culture values.
The literature suggests the existence of various sources to explain the development of subcultures within an organization: among them, the members’ personal characteristics and the technical demands of their jobs (Jermier et al., 1991). The groups’ composition is similar with respect to the members’ personal characteristics (gender and tenure), except that the average age of the members of cluster 3 (56 years old) is significantly higher than the average age in cluster 1 (46 years old) and cluster 2 (47 years old). This difference could explain the rise of a hierarchical subculture within the organization, as the hierarchy (as explained earlier) is more related to peer recognition of an academic’s trajectory than to formal authority.

Regarding the technical demands unique to the specialties of the organization’s members (professional subculture, in Hofstede’s (1998) words), it is interesting to note that the members of cluster 1 (group culture) are mostly (92%) faulty members from departments in the areas of social sciences, humanities, and arts, while cluster 2 (rational culture) is mostly (83%) composed of faculty members from the fields of natural sciences, engineering, and economics. In cluster 3, there are no relevant differences between faculty members from disciplines within the sciences (53%) and faculty members from the social sciences, humanities, and arts (47%).

4.2. Trust and its premises

Regression analysis was used to test the relationship between trust and its premises, according to the following equation:
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,
where the subscript ij refers to individual i from culture j.

4.2.1. Validity of the instrument

Table 4 shows the correlation test for statements related to trust and to each of its premises, as well as the alpha coefficients. Coefficient values range from .845 for benevolence to .915 for trust; this coefficient is significantly higher than the one found in previous studies using a similar instrument (for a summary of this issue, see Schoorman et al. (2007), pages 347-348). This result could have occurred because the sample is made up of faculty members, who, due to the unique demands of their careers, tend to pay special attention to consistency. Beyond this possible distortion, the coefficient provides evidence that supports the proposal to conceptualize and measure trust as a “willingness to be vulnerable” (Mayer & Davis, 1999; Schoorman et al., 2007).
Table 4. Chart of Inter-Item Correlation for Trust and its Premises 
	
	INTEGRITY:   (α = 0.881)

	
	1
	2
	3
	4

	1
	1
	
	
	

	2
	0.628**
	1
	
	

	3
	0.526**
	0.685**
	1
	

	4
	0.666**
	0.708**
	0.705**
	1

	
	BENEVOLENCE:   (α = 0.845)

	
	1
	2
	3
	4

	1
	1
	
	
	

	2
	0.458**
	1
	
	

	3
	0.655**
	0.500**
	1
	

	4
	0.672**
	0.438**
	0.729**
	1

	
	ABILITY:  (α = 0.918)

	
	1
	2
	3
	4

	1
	1
	
	
	

	2
	0.752**
	1
	
	

	3
	0.699**
	0.767**
	1
	

	4
	0.666**
	0.746**
	0.788**
	1

	
	TRUST:   (α = 0.915)

	
	1
	2
	3
	4

	1
	1
	
	
	

	2
	0.857**
	1
	
	

	3
	0.601**
	0.607**
	1
	

	4
	0.867**
	0.805**
	0.649**
	1

	N=258; ** p < 0.01; * p < 0.05


4.2.2. Regression analysis results
Table 5 shows the regression results for the total sample and for each cluster. In cluster 1 (group culture), trust is mediated by the perception of ability, integrity, and benevolence, as the model predicts (Mayer & Davis, 1999; Mayer et al., 1995; Schoorman et al., 2007). However, for clusters 2 (rational culture) and 3 (hierarchical culture), trust is mediated only by the perception of ability and integrity. One possible explanation for this unexpected result is that group culture emphasizes the development of human resources as its primary objective. That is, the members of this group expect the institution to consider members’ development and well-being when implementing a control system. At the same time, rational and hierarchical cultures could consider control systems to be neutral mechanisms whose purpose is simply to accurately measure, evaluate and compensate productivity (rational culture) or correctly apply the regulations and procedures defined by the organization (hierarchical culture).    

It is interesting to note that for the total sample, trust is explained by the perception of ability, integrity, and benevolence; therefore, a study that does not consider the influence of culture in its design could obtain very different results regarding trust and its premises.
Table 5. Regression corresponding to the Level of Trust and Its Premises 
	
	TOTAL
	Cluster 1
	Cluster 2
	Cluster 3

	ABILITY
	0.427**
	0.561**
	0.395**
	0.388*

	INTEGRITY
	0.470**
	0.223*
	0.565**
	0.524**

	BENEVOLENCE
	0.158*
	0.403**
	0.094
	0.121

	CONSTANT
	-0.628**
	-1.135**
	-0.687**
	-0.352

	TEST F
	350.09**
	94.87**
	223.83**
	79.26**

	R-SQUARED
	0.7798
	0.8241
	0.7768
	0.7734

	ROOT MSE
	0.7895
	0.7368
	0.75567
	0.87089

	OBSERVATIONS
	258
	54
	145
	59

	** p < 0.01; * p < 0.05   


In any case, the evidence presented only partially supports hypothesis 5 and calls into question (at least regarding control system implementation) the proposal of Mayer et al. (1995) that trust is mediated by individuals’ perception of their counterpart’s ability, integrity, and benevolence (page 720). The results suggest that, depending on the individuals’ culture, their perception of benevolence might or might not be relevant to the level of trust they experience, as is simulated in Figure 2.
4.2.3. Trust and its premises in different cultures

To determine the existence of significant differences in the levels of trust with which the various subcultures regarded the SEC, an ANOVA test was performed for different groups of averages (the existence of normality and homogeneity for each group was first verified). To obtain more robust results, a Kruskal-Wallis (non-parametric) test was conducted, which produced similar results. Table 6 summarizes the relevant information.

In a context in which the criteria used by the SEC in its performance evaluation and reward system strongly correspond to the rational culture objectives, the results support hypothesis 1. The level of trust indicated by individuals in cluster 2 (rational culture) is significantly higher (p<0.05) than the level of trust among individuals belonging to clusters 1 (group culture) and 3 (hierarchical culture).
Table 6. Regression of Trust and Its Premises
	
	ABILITY:  F = 7.34**  (0.001);  KW = 14.93** (0.001)

	
	Cluster 1
	Cluster 2
	Cluster 3

	Cluster 1
	4.023
	
	

	Cluster 2
	-0.6182** (0.007)
	4.641
	

	Cluster 3
	0.1545 (0.584)
	0.7727** (0.001)
	3.869

	
	INTEGRITY:  F = 5.14** (0.006); KW = 8.68* (0.013)

	
	Cluster 1
	Cluster 2
	Cluster 3

	Cluster 1
	3.986
	
	

	Cluster 2
	-0.5087* (0.025)
	4.495
	

	Cluster 3
	0.1344 (0.649)
	0.6431** (0.004)
	3.852

	
	BENEVOLENCE:  F = 9.35** (0.000); KW = 17.90** (0.000)

	
	Cluster 1
	Cluster 2
	Cluster 3

	Cluster 1
	3.630
	
	

	Cluster 2
	-0.6876** (0.002)
	4.317
	

	Cluster 3
	0.1381 (0.625)
	0.8257** (0.000)
	3.492

	
	TRUST:  F = 3.642*  (0.028); KW = 7.83* (0.020)

	
	Cluster 1
	Cluster 2
	Cluster 3

	Cluster 1
	3.475
	
	

	Cluster 2
	-0.6144* (0.018)
	4.090
	

	Cluster 3
	-0.1123 (0.733)
	0.5021* (0.049)
	3.588

	** p < 0.01; * p < 0.05     (N = 54 + 145 + 59 = 258)

	(F) ANOVA test for groups of averages 

	(KW) Non-parametric Kruskal-Wallis Test for groups of averages


Similarly, the higher degree of congruence between the values underlying the control system and the values of the culture of the controlled individual in the case of rational culture (cluster 2), compared to group culture (cluster 1) and hierarchical culture (cluster 3), translates into a greater perception of ability (p<0.01) among individuals from a rational culture than from group or hierarchical culture. This result lends support to hypothesis 2. The same thing occurs with hypothesis 3, as the results show a higher opinion (p<0.01) of the integrity of the SEC members among individuals from a rational culture (cluster 2) than among individuals from a group culture (cluster 1) (p<0.05) or a hierarchical culture (cluster 3) (p<0.01).
Lastly, the results also support the relationship described by hypothesis 4, as the perception of benevolence among individuals from a rational culture (cluster 2) is greater (p<0.01) than among individuals from the group (cluster 1) and hierarchical (cluster 3) cultures. However, according to the above discussion, benevolence does not have a significant impact on the level of trust experienced by the controlled individuals belonging to rational and hierarchical cultures. There are no significant differences in trust nor in opinions regarding ability, integrity, and benevolence among group (cluster 1) and hierarchical (cluster 3) cultures. This result is because both of these cultures present a low degree of congruence between their values and the values underlying the control system.
V. Conclusions
The study’s main objective was to research the possible influence of culture on the relationship between control systems and trust. The evidence suggests that culture does influence the controlled individuals’ willingness to be vulnerable to the influence exercised by the control systems. Specifically, our results suggest that the higher the degree of congruence between the values underlying the control system and the values underlying the controlled individual’s culture, the greater the level of trust in the people in charge of the system’s design and implementation.
The evidence suggests that the results of previous studies on the relationship between control systems and trust should be viewed with caution, especially when they propose that control systems have an absolute impact—whether negative or positive—on trust. By incorporating the effect of culture into the relationship, a control system could promote the development of trust among one group of individuals while discouraging it among another group.
The study’s results also suggest that, depending the controlled individuals’ culture, benevolence may or may not contribute to their level of trust in the people in charge of the control system. However, in looking at the whole sample (which considers three types of cultures), trust is mediated by the three areas proposed by Mayer et al. (1995). This result suggests the utility of studying the model’s explanatory power in light of the distinct cultural contexts that exist within companies and among organizations.
One possible extension of the current work is the study of the impact of culture on the relationship between different control mechanisms and trust within organizations. It seems important to understand the factors that influence trust (from the distinct cultural perspectives) in the various aspects of a company’s control system to appropriately manage the system. For example, within the same system, one control mechanism (performance measurement) could be considered adequate by one group of individuals and inadequate by another group, while another control mechanism (performance evaluation) could be considered inadequate by the first group and adequate by the second.
Given the particular characteristics of the institution studied, it would be informative to examine the influence of culture on the relationship between control systems and trust in other organizations to deepen understanding of the phenomenon. At the same time, the identification of cultural differences based on the culture’s material manifestations can contribute to a more complete understanding of the way in which cultural influence manifests itself in the relationship between trust and control systems. The work of Hofstede (1998) sheds light on this issue.
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Figure 1. Cluster Analysis According to Value Profiles
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Figure 2. Relationships between Control, Culture, and Trust
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